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Abstract
Themain purpose of this paper is to introduce some viscosity-type proximal point algorithms
which comprise of a nonexpansive mapping and a finite sum of resolvents of monotone
operators, and prove their strong convergence to a common zero of a finite family ofmonotone
operators which is also a fixed point of a nonexpansive mapping and a unique solution of
some variational inequality problems in an Hadamard space. We apply our results to solve a
finite family of convex minimization problems, variational inequality problems and convex
feasibility problems.

Keywords Monotone operators · Convex feasibility problems · Variational inequalities ·
Minimization problems · Viscosity iterations · CAT(0) space
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1 Introduction

Let X be a complete metric space, then X is called an Hadamard space if it is geodesically
connected, and if every geodesic triangle in X is at least as thin as its comparison triangle in
the Euclidean plane. The extension of known concepts from Hilbert, Banach and topological
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vector spaces, as well as Hadamard manifolds to Hadamard spaces has been of great interest
to many researchers in this direction. One of such known concept is the theory of monotone
operators which is known to be one of the most important notions in optimization theory.
Monotone operator theory is an area of research in mathematics that has received a lot
of attention, and has enjoyed many prosperous developments in recent time. An important
problem inmonotone operator theory is the problem of finding a zero of amonotone operator,
defined as: find x ∈ D(A) such that

0 ∈ Ax, (1.1)

where A is a monotone mapping (to be defined in Sect. 2) and D(A) denotes the domain of
A. The solution set of problem (1.1) is known to be closed and convex (see [39]) and we
denote it by A−1(0). Many optimization problems can be modelled as problem (1.1). For
instance, the problem of finding a solution of aminimization problem for a proper convex and
lower semicontinuous function (see for example, [2,15,16,21,23,24,38,45]) can be modelled
as problem (1.1). In this case, the monotone operator is the subdifferential of the convex
functional. Also, a solution of problem (1.1) is a solution of a variational inequality problem
(we shall discuss these in details in Sect. 4). Moreover, the problem of finding a zero of
monotone operators describes the equilibrium or stable state of an evolution system governed
by the monotone mapping, which is very important in ecology, physics, economics, among
others (see [5,6,13,22,25,28,34,39,49] and the references therein). Thus, researchers in this
area havedevoted a lot of efforts in developingdifferent iterative techniques for approximating
solutions of problem (1.1). A classical iterative technique for approximating solutions of
problem (1.1) is the Proximal Point Algorithm (PPA), which was introduced in Hilbert
spaces by Martinet [33] and was further developed by Rockafellar [40] for approximating
solutions of (1.1) in a real Hilbert space H as follows: for arbitrary x0 ∈ H , the sequence
{xn} is generated by

xn−1 − xn ∈ λn A(xn), (1.2)

where {λn} is a sequence of positive real numbers. Rockafellar [40] proved that the sequence
{xn} generated by Algorithm (1.2) is weakly convergent to a solution of (1.1), provided
λn ≥ λ > 0 for each n ≥ 1. Since then, many other researchers have developed and studied
different modifications of the PPA for finding solutions of (1.1) in both Hilbert and Banach
spaces (see [9,11,14,27,35–37,43]), as well as Hadamard manifolds (see [31,48] and the
references therein).

The study of the PPA for approximating solutions of problem (1.1) has recently been
extended from these spaces to Hadamard spaces. For instance, Khatibzadeh and Ranjbar
[28] introduced and studied the following PPA in an Hadamard space for approximating a
zero of a monotone operator, for which they obtained a �-convergence result:

{
x0 ∈ X ,

xn = J A
λn
xn−1,

(1.3)

where J A
λn

is the resolvent of themonotonemapping A (to be defined in Sect. 2) with sequence
{λn} ⊂ (0,∞) such that

∑∞
n=1 λn = ∞. They also obtained a strong convergence result

using the above PPA under the assumption that A is strongly monotone.
Very recently, Ranjbar and Khatibzadeh [39] proposed and studied the following Mann-

type and Halpern-type PPA in Hadamard spaces for approximating solutions of (1.1):
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{
x0 ∈ X ,

xn+1 = αnxn ⊕ (1 − αn)J A
λn
xn

(1.4)

and {
u, x0 ∈ X ,

xn+1 = αnu ⊕ (1 − αn)J A
λn
xn,

(1.5)

where {λn} ⊂ (0,∞) and {αn} ⊂ [0, 1]. Using (1.4) and (1.5), they obtained�-convergence
and strong convergence results respectively, under some suitable conditions.

Motivated by the results of Khatibzadeh and Ranjbar [28], and the results of Ranjbar and
Khatibzadeh [39], we introduce some viscosity-type PPAs which comprise of a nonexpan-
sive mapping and a finite sum of resolvents of monotone operators, and prove their strong
convergence to a common zero of a finite family of monotone operators which is also a
fixed point of a nonexpansive mapping and a unique solution of some variational inequality
problems in an Hadamard space. Furthermore, we apply our results to solve a finite family of
convex minimization problems, variational inequality problems and convex feasibility prob-
lems. Our results extend and improve the results of Khatibzadeh and Ranjbar [28], Ranjbar
and Khatibzadeh [39] and many other important results in this direction.

2 Preliminaries

In this section, we recall some basic and useful results that will be needed in establishing our
main results.

Definition 2.1 Let (X , d) be a metric space, x, y ∈ X and I = [0, d(x, y)] be an interval.
A curve c (or simply a geodesic path) joining x to y is an isometry c : I → X such that
c(0) = x , c(d(x, y)) = y and d(c(t), c(t ′) = |t− t ′| for all t, t ′ ∈ I . The image of a geodesic
path is called the geodesic segment, which is denoted by [x, y] whenever it is unique.
Definition 2.2 [19] A metric space (X , d) is called a geodesic space if every two points of
X are joined by a geodesic, and X is said to be uniquely geodesic if every two points of
X are joined by exactly one geodesic. A subset C of X is said to be convex if C includes
every geodesic segments joining two of its points. Let x, y ∈ X and t ∈ [0, 1], we write
t x ⊕ (1 − t)y for the unique point z in the geodesic segment joining from x to y such that

d(x, z) = (1 − t)d(x, y) and d(z, y) = td(x, y). (2.1)

A geodesic triangle �(x1, x2, x3) in a geodesic metric space (X , d) consists of three vertices
(points in X ) with unparameterized geodesic segment between each pair of vertices. For any
geodesic triangle, there is comparison (Alexandrov) triangle �̄ ⊂ R

2 such that d(xi , x j ) =
dR2(x̄i , x̄ j ) for i, j ∈ {1, 2, 3}. Let � be a geodesic triangle in X and �̄ be a comparison
triangle for �̄, then � is said to satisfy the CAT(0) inequality if for all points x, y ∈ � and
x̄, ȳ ∈ �̄,

d(x, y) ≤ dR2(x̄, ȳ). (2.2)

Let x, y, z be points in X and y0 be the midpoint of the segment [y, z], then the CAT(0)
inequality implies

d2(x, y0) ≤ 1

2
d2(x, y) + 1

2
d2(x, z) − 1

4
d(y, z). (2.3)
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Inequality (2.3) is known as the CN inequality of Bruhat and Titis [10].

Definition 2.3 Ageodesic space X is said to be aCAT(0) space if all geodesic triangles satisfy
the CAT(0) inequality. Equivalently, X is called a CAT(0) space if and only if it satisfies the
CN inequality.

CAT(0) spaces are examples of uniquely geodesic spaces and complete CAT(0) spaces
are called Hadamard spaces.

Definition 2.4 [7] Let X be a CAT(0) space. Denote the pair (a, b) ∈ X × X by
−→
ab and call

it a vector. Then, a mapping 〈., .〉 : (X × X) × (X × X) → R defined by

〈−→ab,−→cd〉 = 1

2

(
d2(a, d) + d2(b, c) − d2(a, c) − d2(b, d)

) ∀a, b, c, d ∈ X

is called a quasilinearization mapping.

It is easily to check that 〈−→ab,−→ab〉 = d2(a, b), 〈−→ba,
−→
cd〉 = −〈−→ab,−→cd〉, 〈−→ab,−→cd〉 =

〈−→ae,−→cd〉+ 〈−→eb,
−→
cd〉 and 〈−→ab,−→cd〉 = 〈−→cd ,

−→
ab〉 for all a, b, c, d, e ∈ X . A geodesic space X is

said to satisfy the Cauchy–Schwarz inequality if 〈−→ab,−→cd〉 ≤ d(a, b)d(c, d) ∀a, b, c, d ∈ X .

It has been established in [7] that a geodesically connected metric space is a CAT(0) space if
and only if it satisfies the Cauchy–Schwarz inequality. Examples of CAT(0) spaces includes:
Euclidean spacesRn , Hilbert spaces, simply connected Riemannianmanifolds of nonpositive
sectional curvature, R-trees, Hilbert ball [20], Hyperbolic spaces [44], among others.

Based on the notion of quasilinearization mapping, the notion of the dual space of an
Hadamard space X was introduced by Kakavandi and Amini [1] by first introducing the
concept of pseudometric space which they defined as the space R× X × X endowed with a
pseudometric D, defined as

D((t, a, b), (s, c, d)) = L(�(t, a, b) − �(s, c, d)), (t, s ∈ R, a, b, c, d ∈ X),

where � : R × X × X → C(X ,R) is defined as �(t, a, b)(x) = t〈−→ab,−→ax〉, for all t ∈
R, a, b, x ∈ X , (C(X ,R) is the space of all continuous real-valued functions on X ) and
L(ϕ) = sup

{ϕ(x)−ϕ(y)
d(x,y) : x, y ∈ X , x = y} for any function ϕ : X → R. Moreover, D

defines an equivalence relation on R × X × X , where the equivalence class of (t, a, b) is

[t−→ab] := {s−→cd : D((t, a, b), (s, c, d)) = 0}. Then, the dual space of (X , d) is the metric

space X∗ = {[t−→ab] : (t, a, b) ∈ R × X × X} together with the metric D. Furthermore, the

dual space X∗ acts on X × X by 〈x∗,−→xy〉 = t〈−→ab,−→xy〉, x∗ = [t−→ab] ∈ X∗, x, y ∈ X (see
[28]).

Definition 2.5 Let X be an Hadamard space. A point x ∈ X is called a fixed point of a
nonlinear mapping T : X → X , if T x = x . The set of fixed points of T is denoted by F(T ).
The mapping T is said to be

(i) firmly nonexpansive (see [28]) if

d2(T x, T y) ≤ 〈−−−→
T xT y,−→xy〉 ∀x, y ∈ X ,

(ii) nonexpansive if

d(T x, T y) ≤ d(x, y) ∀x, y ∈ X .

From Cauchy–Schwarz inequality, it is clear that the class of nonexpansive mappings is
more general than the class of firmly nonexpansive mappings.
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Definition 2.6 [28]. Let X be an Hadamard space and X∗ be its dual space. Let A : X → 2X
∗

be a multivalued operator such that D(A) := {x ∈ X : Ax = ∅}. Then, A is called monotone
if

〈x∗ − y∗,−→yx〉 ≥ 0 ∀x, y ∈ D(A), x∗ ∈ Ax, y∗ ∈ Ay.

Definition 2.7 [28] Let X be an Hadamard space and X∗ be its dual space. Let A : X → 2X
∗

be any multivalued operator. Then, the resolvent of A of order λ > 0 is a mapping J A
λ : X →

X defined by

J A
λ (x) :=

{
z ∈ X |

[
1

λ

−→zx
]

∈ Az

}
. (2.4)

We say that a monotone operator A satisfies the range condition if for every λ > 0, D(J A
λ ) =

X (see [28]).

The relationship between monotone operators and their resolvents in a CAT(0) space is
given in the following result which plays vital roles in establishing our main results.

Theorem 2.8 [28]Let X be aCAT(0) space and J A
λ be the resolvent of amultivaluedmapping

A of order λ. Then,

(i) for any λ > 0, R(J A
λ ) ⊂ D(A) and F(J A

λ ) = A−1(0), where R(J A
λ ) is the range of

J A
λ ,

(ii) if A is monotone then J A
λ is a single-valued and firmly nonexpansive mapping,

(iii) if A is monotone and 0 < λ ≤ μ, then d2(J A
λ x, J A

μ x) ≤ μ−λ
μ+λ

d2(x, J A
μ x).

Definition 2.9 Let {xn} be a bounded sequence in a geodesic metric space X . Then, the
asymptotic center A({xn}) of {xn} is defined by

A({xn}) =
{
v̄ ∈ X : lim sup

n→∞
d(v̄, xn) = inf

v∈X lim sup
n→∞

d(v, xn)

}
.

It is generally known that in an Hadamard space, A({xn}) consists of exactly one point. A
sequence {xn} in X is said to be �-convergent to a point v̄ ∈ X if A({xnk }) = {v̄} for every
subsequence {xnk } of {xn}. In this case, we write�− limn→∞ xn = v̄ (see [18]). The concept
of �-convergence in metric spaces was first introduced and studied by Lim [32]. Kirk and
Panyanak [30] later introduced and studied this concept in CAT(0) spaces, and proved that it
is very similar to the weak convergence in Banach space setting. In this connection, see also
[42].

The following lemmas will be very useful in proving our main results.

Lemma 2.10 Let X be a CAT(0) space, x, y, z ∈ X and t, s ∈ [0, 1]. Then
(i) d(t x ⊕ (1 − t)y, z) ≤ td(x, z) + (1 − t)d(y, z) (see [19]).
(ii) d2(t x ⊕ (1 − t)y, z) ≤ td2(x, z) + (1 − t)d2(y, z) − t(1 − t)d2(x, y) (see [19]).
(iii) d2(t x ⊕ (1 − t)y, z) ≤ t2d2(x, z) + (1 − t)2d2(y, z) + 2t(1 − t)〈−→xz,−→yz〉 (see [17]).
(iv) d(tw ⊕ (1 − t)x, t y ⊕ (1 − t)z) ≤ td(w, y) + (1 − t)d(x, z) (see [8]).
(v) z = t x ⊕ (1 − t)y implies 〈−→zy ,

−→zw〉 ≤ t〈−→xy,−→zx 〉, ∀ w ∈ X (see [17]).
(vi) d(t x ⊕ (1 − t)y, sx ⊕ (1 − s)y) ≤ |t − s|d(x, y) (see [12]).

Lemma 2.11 [50] Let X be a CAT(0) space. For any t ∈ [0, 1] and u, v ∈ X, let ut =
tu ⊕ (1 − t)v. Then, for all x, y ∈ X,
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(1) 〈−→ut x,−→ut y〉 ≤ t〈−→ux,−→ut y〉 + (1 − t)〈−→vx,−→ut y〉;
(2) 〈−→ut x,−→uy〉 ≤ t〈−→ux,−→uy〉 + (1 − t)〈−→vx,

−→ux〉 and
(3) 〈−→ut x,−→vy〉 ≤ t〈−→ux,−→vy〉 + (1 − t)〈−→vx,

−→
vy〉.

Lemma 2.12 [19] Every bounded sequence in an Hadamard space always have a �-
convergent subsequence.

Lemma 2.13 ([41, Opial’s lemma]) Let X be an Hadamard space and {xn} be a sequence in
X. If there exists a nonempty subset F in which

(i) limn→∞ d(xn, z) exists for every z ∈ F, and
(ii) if {xnk } is a subsequence of {xn} which is �-convergent to x, then x ∈ F.

Then, there is a p ∈ F such that {xn} is �-convergent to p in X.

Lemma 2.14 [26] Let X be an Hadamard space, {xn} be a sequence in X and x ∈ X . Then,
{xn}�-converges to x if and only if lim supn→∞〈−→xxn,−→xy〉 ≤ 0 for all y ∈ C .

Lemma 2.15 [46]Let {xn}and {yn}bebounded sequences in ametric spaceof hyperbolic type
X and {βn} be a sequence in [0, 1] with lim infn→∞ βn < lim supn→∞ βn < 1. Suppose that
xn+1 = βnxn ⊕ (1− βn)yn for all n ≥ 0 and lim supn→∞(d(yn+1, yn) − d(xn+1, xn)) ≤ 0.
Then limn→∞ d(yn, xn) = 0.

Lemma 2.16 [51]Let {an} be a sequence of nonnegative real numbers satisfying the following
relation:

an+1 ≤ (1 − αn)an + αnσn + γn, n ≥ 0,

where (i) {αn} ⊂ [0, 1], ∑
αn = ∞; (ii) lim sup σn ≤ 0; (iii) γn ≥ 0; (n ≥ 0),

∑
γn < ∞.

Then, an → 0 as n → ∞.

Remark 2.17 (See also [47]). For a CAT(0) space X , if {xi , i = 1, 2, . . . , N } ⊂ X , and
αi ∈ [0, 1], i = 1, 2, . . . , N . Then by induction, we can write

N⊕
i=1

αi xi := (1 − αN )

N−1⊕
i=1

αi

1 − αN
xi ⊕ αN xN . (2.5)

3 Main results

Lemma 3.1 Let X be a CAT(0) space, {xi , i = 1, 2, . . . , N } ⊂ X, {yi , i = 1, 2, . . . , N } ⊂
X and αi ∈ [0, 1] for each i = 1, 2, . . . , N such that

∑N
i=1 αi = 1. Then,

d

(
N⊕
i=1

αi xi ,
N⊕
i=1

αi yi

)
≤

N∑
i=1

αi d(xi , yi ). (3.1)

Proof (By induction). For N = 2, the result follows fromLemma 2.10 (iv). Now, assume that
(3.1) holds for N = k, for some k ≥ 2. Then, we prove that (3.1) also holds for N = k + 1.
Indeed, by Remark 2.17, Lemma 2.10 (iv) and our assumption, we obtain that
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d

(
k+1⊕
i=1

αi xi ,
k+1⊕
i=1

αi yi

)
≤ (1 − αk+1)d

(
k⊕

i=1

αi

1 − αk+1
xi ,

k⊕
i=1

αi

1 − αk+1
yi

)

+αk+1d(xk+1, yk+1)

≤
k+1∑
i=1

αi d(xi , yi ).

Hence, (3.1) holds for all N ∈ N. ��
Lemma 3.2 Let X be an Hadamard space and X∗ be its dual space. Let Ai : X → 2X

∗
, i =

1, 2, . . . , N be a finite family of multivalued monotone operators and T : X → X be a
nonexpansive mapping. Then, for βi ∈ (0, 1) with

∑N
i=0 βi = 1, the mapping Sλ defined

by Sλx := β0x ⊕ β1 J
A1
λ x ⊕ β2 J

A2
λ x ⊕ · · · ⊕ βN J AN

λ x is nonexpansive and F(T ◦ Sμ) ⊆⋂N
i=1 F(J Ai

λ ) ∩ F(T ) for all x ∈ X , 0 < λ ≤ μ.

Proof Since Ai is monotone for each i = 1, 2, . . . , N , it follows from Theorem 2.8 that J Ai
λ

is single-valued and nonexpansive for λ > 0, i = 1, 2, . . . , N . Thus, by Lemma 3.1, we
obtain

d(Sλx, Sλy) ≤ β0d(x, y) + β1d(J A1
λ x, J A1

λ y) + · · · + βNd(J AN
λ x, J AN

λ y)

≤
N∑
i=0

βi d(x, y)

= d(x, y).

Hence, Sλ is nonexpansive.
Now, let x ∈ F(T ◦ Sμ) and v ∈ ⋂N

i=1 F(J Ai
μ ) ∩ F(T ). Then, by Lemma 3.1, we obtain

d(x, v) ≤ d(Sμx, v)

≤ β0d(x, v) + β1d(J A1
μ x, v) + · · · + βNd(J AN

μ x, v)

≤
N−1∑
i=0

βi d(x, v) + βNd(J AN
μ x, v)

≤ d(x, v). (3.2)

From (3.2), we obtain that

d(x, v) =
N−1∑
i=0

βi d(x, v) + βNd(J AN
μ x, v) = (1 − βN )d(x, v) + βNd(J AN

μ x, v),

which implies that d(x, v) = d(J AN
μ x, v). Similarly, we obtain

d(x, v) = d(J AN−1
μ x, v) = · · · = d(J A2

μ x, v) = d(J A1
μ x, v).

By the uniform convexity of X , we obtain that

x = J Ai
μ x, i = 1, 2, . . . , N . (3.3)

Thus, d(x, T x) = d(T Sμx, T x) ≤ d(Sμx, x) ≤ 0, which implies that x = T x .
Since 0 < λ ≤ μ, we obtain from Theorem 2.8 (iii) and (3.3) that

d(x, J Ai
λ x) ≤ 2d(x, J Ai

μ x) = 0, i = 1, 2, . . . , N .
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Hence, x = J Ai
λ x, i = 1, 2, . . . , N . Therefore, we conclude that F(T ◦ Sμ) ⊆⋂N

i=1 F(J Ai
λ ) ∩ F(T ). ��

We now present our strong convergence theorems.

Theorem 3.3 Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X

∗
, i = 1, 2, . . . , N be a finite family of multivalued monotone operators that satisfy the

range condition. Let T be a nonexpansive mapping on X and h be a contraction mapping

on X with coefficient τ ∈ (0, 1). Suppose that � := F(T )
⋂ (

∩N
i=1A

−1
i (0)

)
= ∅ and for

arbitrary x1 ∈ X, the sequence {xn} is generated by{
yn = β0xn ⊕ β1 J

A1
λn

xn ⊕ β2 J
A2
λn

xn ⊕ · · · ⊕ βN J AN
λn

xn,

xn = αnh(xn) ⊕ (1 − αn)T yn, n ≥ 1,
(3.4)

where 0 < λ ≤ λn ∀n ≥ 1 and {αn} is in (0, 1) satisfying the following conditions:

(i) limn→∞αn = 0 and
∑∞

n=1 αn = ∞,
(ii) βi ∈ (0, 1) with

∑N
i=0 βi = 1.

Then, {xn} converges strongly to z̄ ∈ � which solves the variational inequality

〈−−→
z̄h(z̄),

−→
uz̄〉 ≥ 0, ∀u ∈ �. (3.5)

Proof Step 1 We first show that (3.4) is well defined. Let Sλn xn := β0xn ⊕ β1 J
A1
λn

xn ⊕
β2 J

A2
λn

xn ⊕ · · · ⊕ βN J AN
λn

xn , then by Lemma 3.2, we have that Sλn is nonexpansive for all

n ≥ 1. Now, define the mapping T h
n : X → X as follows:

T h
n x = αnh(x) ⊕ (1 − αn)T Sλn x .

Since T is nonexpansive, we obtain from Lemma 3.17 (iv) that

d(T h
n x, T

h
n y) ≤ αnd(h(x), h(y)) + (1 − αn)d(T Snx, T Sn y)

≤ ταnd(x, y) + (1 − αn)d(Snx, Sn y)

≤ (ταn + (1 − αn)) d(x, y).

Since τ ∈ (0, 1), we have that 0 < (ταn + (1 − αn)) < 1. Hence, T h
n is a contraction for

each n ≥ 1. Therefore, by Banach contraction mapping principle, there exists a unique fixed
point xn of T h

n for each n ≥ 1. Thus, (3.4) is well defined.

Step 2 Next, we show that {xn} is bounded. Let v ∈ �, by (3.4) and Lemma 3.17 (i), we
obtain

d(xn, v) ≤ αnd(h(xn), v) + (1 − αn)d(T yn, v)

≤ αnτd(xn, v) + αnd(h(v), v) + (1 − αn)d(yn, v)

≤
(
1 − αn(1 − τ)

)
d(xn, v) + αnd(h(v), v), (3.6)

which implies that

d(xn, v) ≤ d(h(v), v)

1 − τ
.

Hence, {xn} is bounded. Consequently, {yn} {T yn} and {h(xn)} are all bounded.
Step 3 We now show that limn→∞ d(xn, T yn) = limn→∞ d(xn, T Sλn xn) = 0 and z̄ ∈ �.
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From (3.4) and Lemma 2.10, we obtain that

d(xn, T yn) = d(αnh(xn) ⊕ (1 − αn)T yn, T yn)

≤ αnd(h(xn), T yn). (3.7)

Since {h(xn)} and {T yn} are bounded, we obtain from condition (i) and (3.7) that

lim
n→∞d(xn, T yn) = lim

n→∞d(xn, T Sλn xn) = 0. (3.8)

Now, by the boundedness of {xn} and the completeness of X , we obtain from Lemma 2.12
that there exists a subsequence {xnk } of {xn} such that � − limk→∞ xnk = v̄. Again, since
T ◦ Sλn is nonexpansive (and every nonexpansive mapping is semiclosed), it follows from
(3.8), Lemma 3.2 and Theorem 2.8 (i) that v̄ ∈ F(T ◦ Sλn ) ⊆ ⋂N

i=1 F(J Ai
λ ) ∩ F(T ) = �.

Step 4 We show that {xn} converges strongly to z̄. Since {xnk } �-converges to v̄ ∈ �, it
follows from Lemma 2.13 that there exists z̄ ∈ � such that {xn} �-converges to z̄. Thus, by
Lemma 2.14, we obtain that

lim
n→∞〈−−→

h(z̄)z̄,
−→
xn z̄〉 ≤ 0. (3.9)

Also, by Lemma 2.10 (iii) and (3.4), we have

d2(xn, z̄) ≤ α2
nd

2(h(xn), z̄) + (1 − αn)d
2(T yn, z̄)

+ 2αn(1 − αn)〈−−−→
h(xn)z̄,

−−→
T yn z̄〉

≤ α2
nd

2(h(xn), z̄) + (1 − αn)d
2(xn, z̄)

+ 2αn(1 − αn)[〈−−−→
h(xn)z̄,

−−−→
T ynxn〉 + 〈−−−−−−→

h(xn)h(z̄),
−→
xn z̄〉

+ 〈−−→
h(z̄)z̄,

−→
xn z̄〉]

≤ α2
nd

2(h(xn), z̄) + (1 − αn)d
2(xn, z̄)

+ 2αn(1 − αn)[〈−−−→
h(xn)z̄,

−−−→
T ynxn〉 + τd2(xn, z̄) + 〈−−→

h(z̄)z̄,
−→
xn z̄〉]

≤
[
(1 − αn) + 2ταn(1 − αn)

]
d2(xn, z̄)

+αn

[
αnd

2(h(xn), z̄) + 2(1 − αn)d(T yn, xn)
]
d(h(xn), z̄)

+ 2αn(1 − αn)〈−−→
h(z̄)z̄,

−→
xn z̄〉. (3.10)

Therefore

d2(xn, z̄)≤ [αnd2(h(xn), z̄) + 2(1 − αn)d(T yn, xn)]d(h(xn), z̄)

[1 − 2τ(1 − αn)] + 2(1 − αn)〈−−→
h(z̄)z̄,

−→
xn z̄〉

[1 − 2τ(1 − αn)] ,

which implies from condition (i), (3.8) and (3.9) that

lim
n→∞d2(xn, z̄) = 0.

Therefore, lim
n→∞xn = z̄.

Step 5 Finally, we show that z̄ is a solution of (3.5). From Lemma 2.10 (ii) and (3.4), we
obtain for all u ∈ � that

d2(xm, u) ≤ αmd
2(h(xm), u) + (1 − αm)d2(T ym, u)

−αm(1 − αm)d2(h(xm), T ym)
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≤ αmd
2(h(xm), u) + (1 − αm)d(xm, u)

−αm(1 − αm)d2(h(xm), T ym),

which implies

d2(xm, u) ≤ d2(h(xm), u) − (1 − αm)d2(h(xm), T ym).

Thus, taking limit as m → ∞, we obtain

d2(z̄, u) ≤ d2(h(z̄), u) − d2(h(z̄), z̄).

Hence,

〈−−→
z̄h(z̄),

−→
uz̄〉 = 1

2

(
d2(h(z̄), u) − d2(z̄, u) − d2(h(z̄), z̄)

)
≥ 0, ∀u ∈ �.

Therefore, we have that z̄ solves the variational inequality (3.5).
Now, assume that {xnk } �-converges to u. Then, by the same argument, we obtain that

u ∈ � solves the variational inequality (3.5). That is,

〈−−−→
uh(u),

−→
uz̄〉 ≤ 0. Also 〈−−→

z̄h(z̄),
−→̄
zu〉 ≤ 0.

Now, adding both, we get

0 ≥ 〈−−→
z̄h(z̄),

−→̄
zu〉 − 〈−−−→

uh(u),
−→̄
zu〉

= 〈−−−→
z̄h(u),

−→̄
zu〉 + 〈−−−−−→

h(u)h(z̄),
−→̄
zu〉

− 〈−→uz̄,−→̄zu〉 − 〈−−−→
z̄h(u),

−→̄
zu〉

= 〈−→̄zu,
−→̄
zu〉 − 〈−−−−−→

h(u)h(z̄),
−→
uz̄〉

≥ 〈−→̄zu,
−→̄
zu〉 − d(h(u)h(z̄))d(u, z̄)

≥ d2(z̄, u) − τd2(u, z̄)

= (1 − τ)d2(z̄, u).

which implies that d(z̄, u) = 0.Hence, z̄ = u. Therefore, {xn} converges strongly to z̄, which
is a solution of the variational inequality (3.5). ��

By setting T ≡ I (where I is the identity mapping on X ) and h(x) = c for arbitrary but
fixed c ∈ X and ∀x ∈ X , we obtain the following corollary.

Corollary 3.4 Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X

∗
, i = 1, 2, . . . , N be a finite family of multivalued monotone operators that satisfy the

range condition. Suppose that � := ⋂N
i=1 A

−1
i (0) = ∅ and for arbitrary c, x1 ∈ X, the

sequence {xn} is generated by{
yn = β0xn ⊕ β1 J

A1
λn

xn ⊕ β2 J
A2
λn

xn ⊕ · · · ⊕ βN J AN
λn

xn,

xn = αnc ⊕ (1 − αn)yn, n ≥ 1,
(3.11)

where 0 < λ ≤ λn ∀n ≥ 1 and {αn} is in (0, 1) satisfying the following conditions:

(i) limn→∞αn = 0 and
∑∞

n=1 αn = ∞,
(ii) βi ∈ (0, 1) with

∑N
i=0 βi = 1.

Then, {xn} converges strongly to z̄ ∈ �.

By setting N = 1 in Theorem 3.3, we obtain the following result.
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Corollary 3.5 Let X be an Hadamard space and X∗ be its dual space. Let A : X → 2X
∗
be a

multivalued monotone operator that satisfies the range condition. Let T be a nonexpansive
mapping on X and h be a contraction mapping on X with coefficient τ ∈ (0, 1). Suppose
that � := F(T ) ∩ A−1(0) = ∅ and for arbitrary x1 ∈ X, the sequence {xn} is generated by

xn = αnh(xn) ⊕ (1 − αn)T
(
β0xn ⊕ β1 J

A
λn
xn

)
, n ≥ 1, (3.12)

where 0 < λ ≤ λn ∀n ≥ 1 and {αn} is in (0, 1) satisfying the following conditions:

(i) limn→∞αn = 0 and
∑∞

n=1 αn = ∞,
(ii) βi ∈ (0, 1), i = 0, 1 with β0 + β1 = 1.

Then, {xn} converges strongly to z̄ ∈ � which solves the variational inequality

〈−−→
z̄h(z̄),

−→
uz̄〉 ≥ 0, ∀u ∈ �. (3.13)

The following remark will be needed in the proof of the next theorem.

Remark 3.6 If X is a CAT(0) space and A : X → 2X
∗
is a multivalued monotone mapping,

then for 0 < λ ≤ μ, we have that

d(J A
λ x, J A

μ x) ≤
(√

1 − λ

μ

)
d(x, J A

μ x), ∀x ∈ X .

Indeed, from Theorem 2.8 (iii), we obtain that

μ + λ

μ
d2(J A

λ x, J A
μ x) ≤ μ − λ

μ
d2(x, J A

μ x),

which implies that

d2(J A
λ x, J A

μ x) ≤
(
1 − λ

μ

)
d2(x, J A

μ x).

That is,

d(J A
λ x, J A

μ x) ≤
(√

1 − λ

μ

)
d(x, J A

μ x).

Theorem 3.7 Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X

∗
, i = 1, 2, . . . , N be a finite family of multivalued monotone operators that satisfy the

range condition. Let T be a nonexpansive mapping on X and h be a contraction mapping

on X with coefficient τ ∈ (0, 1). Suppose that � := F(T ) ∩
(⋂N

i=1 A
−1
i (0)

)
= ∅ and for

arbitrary x1 ∈ X, the sequence {xn} is generated by⎧⎪⎪⎨
⎪⎪⎩
yn = β0xn ⊕ β1 J

A1
λn

xn ⊕ · · · ⊕ βN J AN
λn

xn,

wn = αn
1−βn

h(xn) ⊕ γn
1−βn

T yn,

xn+1 = βnxn ⊕ (1 − βn)wn, n ≥ 1.

(3.14)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:
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(i) limn→∞αn = 0 and
∑∞

n=1 αn = ∞,
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1, αn + βn + γn = 1 ∀n ≥ 1,
(iii) 0 < λ ≤ λn ∀n ≥ 1 and limn→∞ λn = λ,
(iv) βi ∈ (0, 1) with

∑N
i=0 βi = 1.

Then, {xn} converges strongly to z̄ ∈ �.

Proof Step 1We show that {xn} is bounded. Let u ∈ � and set Sλn xn := β0xn ⊕β1 J
A1
λn

xn ⊕
· · · ⊕ βN J AN

λn
xn , then from (3.14), Lemma 2.10 (i) and Lemma 3.2, we obtain that

d(xn+1, u) ≤ βnd(xn, u) + (1 − βn)d(wn, u)

≤ βnd(xn, u) + (1 − βn)

[
αn

1 − βn
d(h(xn), u) + γn

1 − βn
d(T yn, u)

]

≤ βnd(xn, u) + (1 − βn)

[
αn

1 − βn
τd(xn, u) + αn

1 − βn
d(h(u), u)

+ γn

1 − βn
d(T yn, u)

]
≤ (βn + ταn)d(xn, u) + γnd(Sλn xn, u) + αnd(h(u), u)

= (1 − αn(1 − τ))d(xn, u) + αnd(h(u), u)

≤ max

{
d(xn, u) + d(h(u), u)

1 − τ

}
...

≤ max

{
d(x1, u) + d(h(u), u)

1 − τ

}
.

Hence, {xn} is bounded. Consequently, {yn}, {h(xn)} and {T (yn)} are all bounded.
Step 2Next, we show that limn→∞ d(xn+1, xn) = 0.Now, from (3.14), Lemma 2.10 (iv),(vi)
and the nonexpansivity of T , we obtain that

d(wn+1, wn) = d
( αn+1

1 − βn+1
h(xn+1) ⊕ γn+1

1 − βn+1
T yn+1,

αn

1 − βn
h(xn) ⊕ γn

1 − βn
T yn

)
≤ d

( αn+1

1 − βn+1
h(xn+1) ⊕ (

1 − αn+1

1 − βn+1

)
T yn+1,

αn+1

1 − βn+1
h(xn) ⊕ (

1

− αn+1

1 − βn+1

)
T yn

)
+ d

( αn+1

1 − βn+1
h(xn) ⊕ (

1 − αn+1

1 − βn+1

)
T yn,

αn

1 − βn
h(xn) ⊕ (

1

− αn

1 − βn

)
T yn

)
≤ αn+1

1 − βn+1
τd(xn+1, xn) + (

1 − αn+1

1 − βn+1

)
d(yn+1, yn)

+ | αn+1

1 − βn+1
− αn

1 − βn
|d(h(xn), T yn) (3.15)

Without loss of generality, we may assume that 0 < λn+1 ≤ λn ∀n ≥ 1. Thus, from (3.14),
condition (iv), Lemma 3.1 and Remark 3.6, we obtain
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d(yn+1, yn) = d
(
β0xn+1 ⊕ β1 J

A1
λn+1

xn+1 ⊕ · · · ⊕ βN J AN
λn+1

xn+1, β0xn ⊕ β1 J
A1
λn

xn ⊕ · · ·
⊕βN J AN

λn
xn

)
≤ β0d(xn+1, xn) +

N∑
i=1

βi d(J Ai
λn+1

xn+1, J
Ai
λn

xn)

≤ β0d(xn+1, xn) +
N∑
i=1

βi d(J Ai
λn+1

xn+1, J
Ai
λn+1

xn) +
N∑
i=1

βi d(J Ai
λn+1

xn, J
Ai
λn

xn)

≤ d(xn+1, xn) +
(√

1 − λn+1

λn

) N∑
i=1

βi d(J Ai
λn

xn, xn)

≤ d(xn+1, xn) +
(√

1 − λn+1

λn

)
M, (3.16)

where M := supn≥1
{ ∑N

i=1 βi d(J Ai
λn

xn, xn)
}
. Substituting (3.16) into (3.15), we obtain that

d(wn+1, wn) ≤ αn+1

1 − βn+1
τd(xn+1, xn) + (

1 − αn+1

1 − βn+1

)
d(xn+1, xn)

+
(√

1 − λn+1

λn

)(
1 − αn+1

1 − βn+1

)
M

+
∣∣∣ αn+1

1 − βn+1
− αn

1 − βn

∣∣∣d(h(xn), T yn)

= [
1 − αn+1

1 − βn+1
(1 − τ)

]
d(xn+1, xn) +

(√
1 − λn+1

λn

)(
1 − αn+1

1 − βn+1

)
M

+
∣∣∣ αn+1

1 − βn+1
− αn

1 − βn

∣∣∣d(h(xn), T yn).

Since limn→∞ αn = 0, limn→∞ λn = λ and {h(xn)}, {T yn} are bounded, we obtain that

lim sup
n→∞

(
d(wn+1, wn) − d(xn+1, xn)

) ≤ 0.

Thus, by Lemma 2.15 and condition (ii), we obtain that

lim
n→∞ d(wn, xn) = 0. (3.17)

Hence, by Lemma 2.10, we obtain that

d(xn+1, xn) ≤ (1 − βn)d(wn, xn) → 0, as n → ∞. (3.18)

Step 3 We now show that limn→∞ d(xn, T (Sλn )xn) = 0 = limn→∞ d(wn, T (Sλn )wn).

Observe from Remark 2.17 that (3.14) can be rewritten as⎧⎨
⎩
yn = β0xn ⊕ β1 J

A1
λn

xn ⊕ · · · ⊕ βN J AN
λn

xn,

xn+1 = αnh(xn) ⊕ (1 − αn)
(

βn xn⊕γnT yn
(1−αn)

)
, ≥ 1.

(3.19)

Thus, by Lemma 2.10, we obtain that

d
(
xn+1,

βnxn ⊕ γnT yn
(1 − αn)

)
≤ αnd

(
h(xn),

βnxn ⊕ γnT yn
(1 − αn)

)
→ 0, as n → ∞. (3.20)
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Also, from (2.1), we obtain

d
(
xn,

βnxn ⊕ γnT yn
(1 − αn)

)
= γn

1 − αn
d(xn, T yn),

which implies from (3.18) and (3.20) that

γn

1 − αn
d(xn, T yn) ≤ d(xn, xn+1) + d

(
xn+1,

βnxn ⊕ γnT yn
(1 − αn)

)
→ 0, as n → ∞.

Hence,

lim
n→∞ d(xn, T yn) = lim

n→∞ d(xn, T (Sλn )xn) = 0. (3.21)

Since {xn} is bounded and X is an Hadamard space, then by Lemma 2.12, there exists a
subsequence {xnk } of {xn} such that � − limk→∞ xnk = ū. Again, by the nonexpansivity
of T ◦ Sλn , we obtain from (3.21), condition (iii), Lemma 3.2 and Lemma 2.8 (i) that ū ∈
F(T ◦ Sλn ) ⊆ ⋂N

i=1 F(J Ai
λ ) ∩ F(T ) = �.

Also, by (3.17) and (3.21), we obtain

d(wn, T (Sλn )wn) ≤ d(wn, xn) + d(xn, T (Sλn )xn) + d(T (Sλn )xn, T (Sλn )wn)

≤ 2d(wn, xn) + d(xn, T (Sλn xn) → 0, as n → ∞. (3.22)

Step 4 Next, we show that lim supn→∞〈−−→
h(z̄)z̄,

−→
xn z̄〉 ≤ 0.

If we set T h
m x := βmx ⊕ (1 − βm)w, where w = αm

(1−βm )
h(x) ⊕ γm

(1−βm )
T (Sλm )x, then by

following the same method of proof as in the proof of Theorem 3.3, we get that T h
m is a

contraction for each m ≥ 1. Thus, there exists a unique fixed point zm of T h
m ∀m ≥ 1. That

is,
zm = βmzm ⊕ (1−βm)wm,wherewm = αm

(1−βm )
h(zm)⊕ γm

(1−βm )
T (Sλm )zm . Furthermore,

it follows from Theorem 3.3 that limm→∞ zm = z ∈ �. Thus, we obtain that

d(zm, wn) = d(βmzm ⊕ (1 − βm)wm, wn)

≤ βmd(zm, wn) + (1 − βm)d(wm, wn),

which implies that

d(zm, wn) ≤ d(wm, wn). (3.23)

From (3.23) and Lemma 2.10(v), we obtain that

d2(wm, wn) = 〈−−−→wmwn,
−−−→wmwn〉

= 〈−−−−−−−−→
wmT (Sλm )zm,−−−→wmwn〉 + 〈−−−−−−−−→

T (Sλm )zmwn,
−−−→wmwn〉

≤ αm

(1 − βm)
〈−−−−−−−−−−→
h(zm)T (Sλm )zm,−−−→wmwn〉 + 〈−−−−−−−−→

T (Sλm zm)wn,
−−−→wmwn〉

= αm

(1 − βm)
〈−−−−−−−−−−→
h(zm)T (Sλm zm),

−−−→
wmzm〉 + αm

(1 − βm)
〈−−−−−→
h(zm)wn,

−−−→zmwn〉

+ αm

(1 − βm)
〈−−−−−−−−→
wnT (Sλm zm),

−−−→zmwm〉 + 〈−−−−−−−−−−−−−→
T (Sλm zm)T (Sλmwn),

−−−→wmwm〉

+ 〈−−−−−−→
T (Sλmwm),−−−→wmwn〉

≤ αm

(1 − βm)
d(h(zm), T (Sλm zm))d(wm, zm) + αm

(1 − βm)
〈−−−−−→
h(zm)zm,

−−−→zmwn〉
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+ αm

(1 − βm)
〈−−−−−−−−→
zmT (Sλm zm),

−−−→zmwn〉 + d(T (Sλm zm), T (Sλmwn))d(wm, wn)

+ d(T (Sλmwn), wn)d(wm, wn)

≤ αm

(1 − βm)
d(h(zm), T (Sλm zm))d(wn, zm) + αm

(1 − βm)
〈−−−−−→
h(zm)zm,

−−−→zmwn〉

+ αm

(1 − βm)
〈−−−−−−−−→
zmT (Sλm zm),

−−−→zmwn〉 + d(zm, wm)d(wm, wn)

+ d(T (Sλmwn), wn)d(wn, wm)

≤ αm

(1 − βm)
d(h(zm), T (Sλm zm))d(wn, zm) + αm

(1 − βm)
〈−−−−−→
h(zm)zm,

−−−→zmwn〉

+ αm

(1 − βm)
d(zm, T (Sλm zm))d(wm, zm) + d(wm, wn)

+ d(T (Sλmwn), wn)d(wn, wm),

which implies that

〈−−−−−→
h(zm)zm,

−−−→
wnzm〉 ≤ d(h(zm), T (Sλm )zm)d(wn, zm) + d(zm, T (Sλm )zm)d(zm, wm)

+ (1 − βm)

αm
d(T (Sλn )wn, wn)d(wm, wm).

Thus, taking lim sup as n → ∞ first, then as m → ∞, it follows from (3.17),(3.21) and
(3.22) that

lim sup
m→∞

lim sup
n→∞

〈−−−−−→
h(zm)zm,

−−−→
wnzm〉 ≤ 0. (3.24)

Furthermore,

〈−−→
h(z)z̄,

−→
xn z̄〉 = 〈−−−−−−→

h(z̄)h(zm),
−→
xnz〉 + 〈−−−−−→

h(zm)zm,
−−→xnwn〉 + 〈−−−−−→

h(zm)zm,
−−−→
wnzm〉

+ 〈−−−−−→
h(zm)zm,

−→
zmz〉 + 〈−→zm z̄,−→xn z̄〉

≤ d(h(z), h(zm))d(xn, z) + d(h(zm), zm)d(xn, wn) + 〈−−−−−→
h(zm)zm,

−−−→
wnzm〉

+ d(h(zm), zm)d(zm, z) + d(zm, z̄)d(xn, z̄)

≤ (1 + τ)d(zm, z)d(xn, z̄) + 〈−−−−−→
h(zm)zm,

−−−→
wnzm〉

+ [d(xn, wn) + d(zm, z)]d(h(zm), zm),

which implies from (3.17), (3.24) and the fact that limm→∞ zm = z, that

lim sup
n→∞

〈−−→
h(z)z,

−→
xn z̄〉 = lim sup

m→∞
lim sup
n→∞

〈−−→
h(z̄)z̄,

−→
xn z̄〉

≤ lim sup
m→∞

lim sup
n→∞

〈−−−−−→
h(zm)zm,

−−−→
wnzm〉 ≤ 0. (3.25)

Step 5 Finally, we show that {xn} converges strongly to z ∈ �.

From Lemma 2.11, we obtain that

〈−→
wnz,

−→
xn z̄〉 ≤ αn

(1 − βn)
〈−−−→
h(xn)z,

−→
xnz〉 + γn

(1 − βn)
〈−−−−−−→
T (Sλn )xnz,

−→
xnz〉

≤ αn

(1 − βn)
〈−−−−−−→
h(xn)h(z),

−→
xnz〉 + αn

(1 − βn)
〈−−→
h(z)z,

−→
xnz〉

+ γn

(1 − βn)
d(T (Sλn )xn, z)d(xn, z)
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≤ αn

(1 − βn)
τd2(xn, z) + αn

(1 − βn)
〈−−→
h(z)z,

−→
xnz〉 +

(
1 − αn

1 − βn

)
d2(xn, z)

=
[

αn

(1 − βn)
τ +

(
1 − αn

1 − βn

) ]
d2(xn, z) + αn

(1 − βn)
〈−−→
h(z)z,

−→
xnz〉.

Thus, from Lemma 2.10, we have

d2(xn+1, z) ≤ βnd
2(xn, z) + (1 − βn)d

2(wn, z)

= βnd
2(xn, z) + (1 − βn)〈−→

wnz,
−→
wnz〉

= βnd
2(xn, z) + (1 − βn)[〈−→

wnz,
−−→
wnxn〉 + 〈−→

wnz,
−→
xnz〉]

≤ [βn + αnτ + γn]d2(xn, z) + (1 − βn)〈−→
wnz,

−−→
wnxn〉 + αn〈h(z)z, xnz〉

≤ (1 − αn(1 − τ))d2(xn, z̄) + αn(1 − τ)

[
1

1 − τ
〈−−→
h(z̄)z̄,

−→
xn z̄〉

]
+ (1 − βn)d(wn, xn)d(wn, z̄). (3.26)

By (3.17) and applying Lemma 2.16 to (3.26), we obtain that {xn} converges strongly to z̄. ��
By setting T ≡ I in Theorem 3.7, where I is an identity mapping on X , we obtain the

following result.

Corollary 3.8 Let X be an Hadamard space and X∗ be its dual space. Let Ai : X →
2X

∗
, i = 1, 2, . . . , N be a finite family of multivalued monotone operators that satisfy the

range condition. Let h be a contraction mapping on X with coefficient τ ∈ (0, 1). Suppose
that � := ⋂N

i=1 A
−1
i (0) = ∅ and for arbitrary x1 ∈ X, the sequence {xn} is generated by⎧⎪⎪⎨

⎪⎪⎩
yn = β0xn ⊕ β1 J

A1
λn

xn ⊕ · · · ⊕ βN J AN
λn

xn,

wn = αn
1−βn

h(xn) ⊕ γn
1−βn

yn,

xn+1 = βnxn ⊕ (1 − βn)wn, n ≥ 1.

(3.27)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:

(i) limn→∞αn = 0 and
∑∞

n=1 αn = ∞,
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1, αn + βn + γn = 1 ∀n ≥ 1,
(iii) 0 < λ ≤ λn ∀n ≥ 1 and limn→∞ λn = λ,
(iv) βi ∈ (0, 1) with

∑N
i=0 βi = 1.

Then, {xn} converges strongly to z̄ ∈ �.

By setting N = 1 in Theorem 3.7, we obtain the following result.

Corollary 3.9 Let X be an Hadamard space and X∗ be its dual space. Let A : X → 2X
∗
be a

multivalued monotone operator that satisfies the range condition. Let T be a nonexpansive
mapping on X and h be a contraction mapping on X with coefficient τ ∈ (0, 1). Suppose
that � := A−1(0) ∩ F(T ) = ∅ and for arbitrary x1 ∈ X, the sequence {xn} is generated by⎧⎨

⎩
wn = αn

1−βn
h(xn) ⊕ γn

1−βn
T

(
β0xn ⊕ β1 J A

λn
xn

)
,

xn+1 = βnxn ⊕ (1 − βn)wn, n ≥ 1.
(3.28)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:
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(i) limn→∞αn = 0 and
∑∞

n=1 αn = ∞,
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1, αn + βn + γn = 1 ∀n ≥ 1,
(iii) 0 < λ ≤ λn ∀n ≥ 1 and limn→∞ λn = λ,
(iv) βi ∈ (0, 1), i = 0, 1 with β0 + β1 = 1.

Then, {xn} converges strongly to z̄ ∈ �.

4 Applications to some optimization problems

In this section, we apply our results to solve some optimization problems. Throughout this
section, we assume that X is anHadamard space, X∗ is its dual space and f : X → (−∞,∞]
is a proper convex and lower semicontinuous function with domain D( f ) := {x ∈ X :
f (x) < +∞}. Recall that a function f : X → (−∞,∞] is called
(i) convex, if

f (λx ⊕ (1 − λ)y) ≤ λ f (x) + (1 − λ) f (y) ∀x, y ∈ X , λ ∈ (0, 1),

(ii) proper, if D( f ) = ∅,

(iii) lower semi-continuous at a point x ∈ D( f ), if

f (x) ≤ lim inf
n→∞ f (xn), for each sequence {xn} in D( f ) such that lim

n→∞xn = x .

Moreover, f is said to be lower semicontinuous on D( f ), if it is lower semicontinuous
at any point in D( f ).

The subdifferential ∂ f : X → 2X
∗
of f , defined by

∂ f (x) =
{{x∗ ∈ X∗ : f (z) − f (x) ≥ 〈x∗,−→xz〉, ∀z ∈ X}, if x ∈ D( f ),

∅, otherwise
(4.1)

is (see [1])

(i) a monotone operator,
(ii) known to satisfy the range condition. That is, D(J ∂ f

λ ) = X for all λ > 0.

Furthermore, for a nonempty, closed and convex subset C of X . The indicator function
δC : X → R defined by

δC (x) =
{
0, if x ∈ C,

+∞, otherwise
(4.2)

is a proper convex and lower semicontinuous function. Thus, the subdifferential of δC ,

∂δC (x) =
{{x∗ ∈ X∗ : 〈x∗,−→xz〉 ≤ 0 ∀z ∈ C} if x ∈ C,

∅, otherwise
(4.3)

is a monotone operator which satisfies the range condition.

4.1 Application to variational inequality problem

Let us consider the following variational inequality problem associated with a nonexpansive
mapping T whichwas recently formulated in anHadamard space byKhatibzadeh andRanjbar
[29]:
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Find x ∈ C such that 〈−−→T xx,−→xy〉 ≥ 0 ∀y ∈ C . (4.4)

Recall that the metric projection PC : X → C is defined for x ∈ X by d(x, PCx) =
inf
y∈Cd(x, y) and characterized by, z = PCx if and only if 〈−→zx ,

−→zy 〉 ≤ 0, ∀y ∈ C (see [29]).

Now, using the characterization of PC , we obtain that

x = PCT x ⇐⇒ 〈−−→T xx,−→xy〉 ≥ 0 ∀y ∈ C .

Therefore, x ∈ F(PC ◦ T ) if and only if x solves (4.4). Also, by (2.4) and (4.3), we obtain
that

z = J ∂δC
λ x ⇐⇒ [ 1

λ

−→zx ] ∈ ∂δC z ⇐⇒ 〈−→zx ,
−→zy 〉 ≤ 0, ∀ y ∈ C ⇐⇒ z = PCx . (4.5)

Thus, by letting z = x , we obtain that x = PCx if and only if x ∈ (∂δC )−1(0). Therefore,
we get that

x ∈ (∂δC )−1(0) ∩ F(T ) �⇒ x ∈ F(PC ) ∩ F(T ) �⇒ x ∈ F(PC ◦ T ).

Thus, suppose that the solution set of problem (4.4) is �, then by setting A = ∂δC in Corol-
lary 3.9, we apply Corollary 3.9 to obtain the following result for approximating solutions
of variational inequality problem in an Hadamard space.

Theorem 4.1 Let C be a nonempty closed and convex subset of anHadamard space X and X∗
be the dual space of X. Let T : X → X be a nonexpansive mapping and h be a contraction
mapping on X with constant τ ∈ (0, 1). Suppose that � = ∅ and the sequence {xn} is
generated for arbitrary x1 ∈ X by⎧⎨

⎩
wn = αn

1−βn
h(xn) ⊕ γn

1−βn
T

(
β0xn ⊕ β1 J

∂δC
λn

xn
)

,

xn+1 = βnxn ⊕ (1 − βn)wn, n ≥ 1.
(4.6)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:

(i) limn→∞αn = 0 and
∑∞

n=1 αn = ∞,
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1, αn + βn + γn = 1 ∀n ≥ 1,
(iii) 0 < λ ≤ λn ∀n ≥ 1 and limn→∞ λn = λ,
(iv) βi ∈ (0, 1), i = 0, 1 with β0 + β1 = 1.

Then, {xn} converges strongly to an element of �.

4.2 Application to finite family of minimization problems

Consider the following Minimization Problem (MP): Find x ∈ X such that

f (x) = min
y∈X f (y). (4.7)

It was proved in [1] that f attains its minimum at x ∈ X if and only if 0 ∈ ∂ f (x). Thus, the
above MP (4.7) can be formulated as follows: Find x ∈ X such that

0 ∈ ∂ f (x).

Therefore, by setting A = ∂ f in Theorem 3.7, we obtain the following result.
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Theorem 4.2 Let X be an Hadamard space and X∗ be its dual space. Let fi : X →
(−∞,∞], i = 1, 2, . . . , N be a finite family of proper, convex and lower semicontinu-
ous functions. Let T be a nonexpansive mapping on X and h be a contraction mapping on

X with constant τ ∈ (0, 1). Suppose that �∗ := F(T ) ∩
(⋂N

i=1 ∂ f −1
i (0)

)
= ∅ and for

arbitrary x1 ∈ X, the sequence {xn} is generated by⎧⎪⎪⎨
⎪⎪⎩
yn = β0xn ⊕ β1 J

∂ f1
λn

xn ⊕ · · · ⊕ βN J ∂ fN
λn

xn,

wn = αn
1−βn

h(xn) ⊕ γn
1−βn

T yn,

xn+1 = βnxn ⊕ (1 − βn)wn, n ≥ 1.

(4.8)

where {αn}, {βn} and {γn} are sequences in (0, 1), and {λn} is a sequence of positive real
numbers satisfying the following conditions:

(i) limn→∞αn = 0 and
∑∞

n=1 αn = ∞,
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1, αn + βn + γn = 1 ∀n ≥ 1,
(iii) 0 < λ ≤ λn ∀n ≥ 1 and limn→∞ λn = λ,
(iv) βi ∈ (0, 1) with

∑N
i=0 βi = 1.

Then, {xn} converges strongly to z̄ ∈ �∗.

4.3 Convex feasibility problem

Let C be a nonempty closed and convex subset of X and Ci , i = 1, 2, . . . , N be a finite
family of nonempty closed and convex subsets of C such that

⋂N
i=1 Ci = ∅. The convex

feasibility problem is defined as:

Find x ∈ C such that x ∈
N⋂
i=1

Ci . (4.9)

Now, observe that (4.5) implies that x = J
∂δCi
λ x ⇐⇒ x = PCi x, i = 1, 2, . . . , N . There-

fore, by setting Ai = ∂δCi in Corollary 3.8 and J Ai
λn

= PCi , i = 1, 2, . . . , N in Algorithm
(3.27), we can apply Corollary 3.8 to approximate solutions of (4.9).

Acknowledgements The fourth author acknowledge with thanks the bursary and financial support from
Department of Science and Technology and National Research Foundation, Republic of South Africa Center
of Excellence in Mathematical and Statistical Sciences (DST-NRF COE-MaSS) Doctoral Bursary. Opinions
expressed and conclusions arrived are those of the authors and are not necessarily to be attributed to the
CoE-MaSS.

Compliance with ethical standards

Conflicts of interest The authors declare that they have no competing interests.

References

1. Ahmadi Kakavandi, B., Amini, M.: Duality and subdifferential for convex functions on complete CAT(0)
metric spaces. Nonlinear Anal. 73, 3450–3455 (2010)

2. Aremu, K.O., Izuchukwu, C., Ugwunnadi, G.C., Mewomo, O.T.: On the proximal point algorithm and
demimetric mappings in CAT(0) spaces. Demonstr. Math. 51, 277–294 (2018)
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4. Bačák, M., Reich, S.: The asymptotic behavior of a class of nonlinear semigroups in Hadamard spaces.
J. Fixed Point Theory Appl. 16, 189–202 (2014)

5. Bauschke, H.H., Combettes, P.L.: Convex Analysis and Monotone Operator Theory in Hilbert Spaces.
Ser. CMS Books in Mathematics. Springer, Berlin (2011)

6. Bot, R.I., Csetnek, E.R.: Penalty schemes with inertial effects for monotone inclusion problems. Opti-
mization 66(6), 965–982 (2017)

7. Berg, I.D., Nikolaev, I.G.: Quasilinearization and curvature of Alexandrov spaces. Geom. Dedicata 133,
195–218 (2008)

8. Bridson, M., Haefliger, A.: Metric Spaces of Nonpositive Curvature. Springer, Berlin (1999)
9. Bruck, R.E., Reich, S.: Nonexpansive projections and resolvents of accretive operators in Banach spaces.

Houston J. Math. 3, 459–470 (1977)
10. Bruhat, F., Tits, J.: Groupes Réductifs sur un Corp Local. I. Donneés Radicielles Valuées, Institut des

Hautes Études Scientifiques 41 (1972)
11. Byrne, C., Censor, Y., Gibali, A., Reich, S.: Weak and strong convergence of algorithms for the split

common null point problem. J. Nonlinear Convex Anal. 13, 759–775 (2012)
12. Chaoha, P., Phon-on, A.: A note on fixed point sets in CAT(0) spaces. J. Math. Anal. Appl. 320(2),

983–987 (2006)
13. Chidume, C.E.: Geometric Properties of Banach Spaces and Nonlinear Iterations. Springer Verlag Series,

Lecture Notes in Mathematics, ISBN 978-1-84882-189-7 (2009)
14. Cholamjiak, P.: The modified proximal point algorithm in CAT(0) spaces. Optim. Lett. 9, 1401–1410

(2015)
15. Cholamjiak, P., Abdou, A.A., Cho, Y.J.: Proximal point algorithms involving fixed points of nonexpansive

mappings in CAT(0) spaces. Fixed Point Theory Appl. 2015, 227 (2015)
16. Cholamjiak, P., Cholamjiak, W., Suantai, S.: A modified regularization method for finding zeros of

monotone operators in Hilbert spaces. J. Ineq. Appl. 2015, 220 (2015). https://doi.org/10.1186/s13660-
015-0739-8

17. Dehghan, H., Rooin, J.: Metric projection and convergence theorems for nonexpansive mappings in
Hadamard spaces. (arXiv:1410.1137v1 [math.FA]2014)

18. Dhompongsa, S., Kirk,W.A., Sims, B.: Fixed points of uniformly Lipschitzianmappings. Nonlinear Anal.
64(4), 762–772 (2006)

19. Dhompongsa, S., Panyanak, B.: On �-convergence theorems in CAT(0) spaces. Comput. Math. Appl.
56, 2572–2579 (2008)

20. Goebel, K., Reich, S.: Uniform Convexity, Hyperbolic Geometry and Nonexpansive Mappings. Marcel
Dekker, New York (1984)

21. Izuchukwu, C., Ugwunnadi, G.C., Mewomo, O.T., Khan, A.R., Abbas, M.: Proximal-type algorithms for
split minimization problem in p-uniformly convex metric spaces. Numer. Algor. (2018). https://doi.org/
10.1007/s11075-018-0633-9

22. Izuchukwu, C., Aremu, K.O., Mebawondu, A.A., Mewomo, O.T.: A viscosity iterative technique for
equilibrium and fixed point problems in a Hadamard space. Appl. Gen. Topol. (to appear) (2019)

23. Izuchukwu, C., Abass, H.A., Mewomo, O.T.: Viscosity approximation method for solving minimization
problem and fixed point problem for nonexpansive multivalued mapping in CAT(0) spaces. Ann. Acad.
Rom. Sci. Ser. Math. Appl. (to appear) (2019)

24. Jolaoso, L.O., Ogbuisi, F.U., Mewomo, O.T.: An iterative method for solving minimization, variational
inequality and fixed point problems in reflexive Banach spaces. Adv. Pure Appl. Math. 9(3), 167–184
(2017)

25. Jolaoso, L.O., Oyewole, K.O., Okeke, C.C., Mewomo, O.T.: A unified algorithm for solving split gener-
alized mixed equilibrium problem and fixed point of nonspreading mapping in Hilbert space. Demonstr.
Math. 51, 211–232 (2018)

26. Kakavandi, B.A.:Weak topologies in complete CAT(0) metric spaces. Proc. Am.Math. Soc., s 0002-9939
117— 435 (2012)

27. Kamimura, S., Takahashi,W.: Approximating solutions ofmaximalmonotone operators inHilbert spaces.
J. Approx. Theory 106, 226–240 (2000)

28. Khatibzadeh, H., Ranjbar, S.: Monotone operators and the proximal point algorithm in complete CAT(0)
metric spaces. J. Aust. Math Soc. 103(1), 70–90 (2017)

29. Khatibzadeh, H., Ranjbar, S.: A variational inequality in complete CAT(0) spaces. J. Fixed Point Theory
Appl. 17, 557–574 (2015)

30. Kirk, W.A., Panyanak, B.: A concept of convergence in geodesic spaces. Nonlinear Anal. 68, 3689–3696
(2008)

31. Li, C., Lopez, G., Martin-Marquez, V.: Monotone vector fields and the proximal point algorithm. J. Lond.
Math. Soc 679, 663–683 (2009)

123

https://doi.org/10.1186/s13660-015-0739-8
https://doi.org/10.1186/s13660-015-0739-8
http://arxiv.org/abs/1410.1137v1
https://doi.org/10.1007/s11075-018-0633-9
https://doi.org/10.1007/s11075-018-0633-9


Viscosity iterative techniques for approximating a common… 495

32. Lim, T.C.: Remarks on some fixed point theorems. Proc. Am. Math. Soc. 60, 179–182 (1976)
33. Martinet, B.: Régularisation d’Inéquations Variationnelles par Approximations Successives. Rev.
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